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Dialogue Relation Extraction

• Task: Given a dialogue and argument pairs, predict their relations.



Dialogue Relation Extraction

• Dataset: DialogRE dataset, which contains 1,788 dialogues and 10,168 relational triples.



Dialogue Relation Extraction

• DialogueRE: some of the relation types:



Overview

• This work introduces a graph attention network for DialogueRE.

• They first construct a graph of nodes of different types: utterances, words, entity types, 
speakers, and arguments.

• They propose a message passing strategy for this hetergenous graph to compute the 
representations of the nodes.



Graph Construction

• Utterances are connected to their constituent words, to the speakers that uttered these
uterrances.

• Arguments are connected to the utterances that they appear in, and to their entity types.

• Entity types are connected to constituent words of corresponding arguments.



Input encoder

• Glove for word representations.

• LSTMs for utterance representations.

• Randomly-initialized vectors for speaker,

argument, and entity type representations.



Meta-Path for Message Passing



Meta-Path for Message Passing

• Updates for a node i w.r.t a neighbor node j:

• is the randomly-initialized embedding vector, that depending on the type of edge 
between node i and node j (utterance-word, utterance-argument, …).



Meta-Path for Message Passing

• Updates for the nodes are not done simultaneously.

• For hetergenous graphs, Meta-path (2011) has been used as a general structure to 
capture different semantics in the graphs.

• They propose a particular meta-path for the updates for the nodes at each layer of GAT 
network. The order of the meta-path is validated by their ablation study.

Utterances -> {words, speakers, arguments} -> entity types -> {words, speakers, arguments} -
> Utterances -> {words, speakers, arguments}



Relation Classifier

• From the output representations of the multi-layer message passing with GAT, select the 
argument nodes , and their constitutent word nodes , to make prediction on 
the relation.



Results


