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Problem

• Correcting model's behavior is important.

• Given a mistake of the model, how can we update the model
parameters to fix it without changing the current performance?



Edit operation

• Model:

• Example to edit:( , )

• Definition:

Where

and is a parameter of a certain editor (GD, RMSprop, 
Adam, …)



Edit operation

• How to evaluate an editor?

+ Drawdown: mean absolute difference of classification error before and

after performing an edit. Smaller drawdown indicates better editor locality.

+ Success Rate: a rate of edits, for which editor succeeds in 
under k=10 gradient steps

+ Num Steps: an average number of gradient steps needed to perform a single edit



Effect of different editors

• Baseline model: Resnet-18.

• Data: CIFAR-10.

• Examples to edit:

+ Sample 1000 images from CIFAR-10.

+ For each image, assign a random label.



Edit operation

• Pretrain Resnet-18 and execute edits:



Editable training

• Goal: Make the model get "preprared" for future edits.



Editable training

• Results:



Editable fine-tuning

• Editable training takes more time than normal training.

• How to avoid training from scratch?

• Solution:

+ Preserve the original "achievement" by choosing to be the KL divergence
between the original predictions and finetuned models' predictions.

+ Add some extra layers to better deal with edits.



Editable fine-tuning

• Results:


