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Overview
● Task: Abstractive summarization

○ Given a document, generate a piece of text to summarize the given document

● Motivation:
○ Traditional methods employ the structure of the document and the relation between 

sentences:
■ Graph based sentence centrality
■ Discourse based compression

○ Modern deep learning models encode the document as a sequence of tokens ignoring 
structure of the sentences

○ Structured representation of text has been shown to be effective and this work proposes a 
new end-to-end approach for structured summarization

● Applications:
○ Structure based representation of document for other tasks 



Model Overview
● Two types of structure are incorporated into the model:

○ Latent structure attention: 
■ Employ attention mechanism to compute pairwise connections between sentences of a 

document
■ It has been shown to be effective for other tasks e.g., document classification and NLI

○ Explicit structure:
■ Use the coreference links between sentences of a document to create a graph of 

sentences

● The two views are combined in the final structure aware model
● It can easily be used in other structure-aware document-level tasks



Text Summarization
● Input a sequence of n sentences
● Output a sequence of m words
● Typical architecture:

○ Sequence-to-sequence model
■ A BiLSTM model encodes the input sequence into 
■ A separate decoder generates probability distribution over the vocabulary at each time 

step t by attending to the previous token and the input sequence 

● This work alters the encoder and use the same decoder:
○ The encoder is changed to model both implicit and explicit structures
○ Implicit structure computed by attention mechanism
○ Explicit structure computed by linguistic features obtained from external resources

■ Coreference links



Hierarchical Encoder
● Word level and sentence level encoders:

○ Word level encoder is a BiLSTM that take the words of a sentence and generates hidden 
representation of the words

○ Using max-pooling operation the sentence level representation is computed from word level 
representation

○ Sentence level encoder is a seperate BiLSTM which takes the sentence representations and 
compute the hidden sentence representations

● Hidden sentence representations are fed into the implicit and explicit structure 
encoder



Latent structure modeling
● Attention mechanism is employed to compute the pairwise strength of 

connection between sentences of a document
● Representation      is decomposed into two segments:

○ Semantic vector
○ Structure vector

● Two types of scores are computed:
○ Compute if node i is the parent of node j:
○ Compute if node i is the root of the tree: 

● Compute structure-aware representations  



Explicit Structure modeling
● An off-the-shelf coreference parser is employed to generate the coreference 

links between sentences
● Sentences with coreference link are connected to each other in the explicit 

structure with the weight of:

● Sentence representation by explicit structure



Decoder
● Concatenation of the implicit and explicit structure aware representation of the 

sentence are concatenated to generate the final sentence representation:

● Sentence representation are concatenated to word representation to be fed 
into the decoder:

● Decoder attends to the input sequence and the previous token to generate 
next token

● Training: 





Results




