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Previous work

• Two main approaches to learn multi-/cross-lingual embeddings:

+ Alignment: learns a mapping between two languages.

+ Joint training: learns unified multilingual embeddings

via monolingual and cross-lingual objectives.



Previous work: Alignment method

• Given seed parallel embeddings:

- Optimize the objective function w.r.t W:

- Solution:

where



Previous work: Joint training

• Use multilingual training data.

• Use shared vocabulary.

• Jointly optimize monolingual and cross-lingual objectives to 
learn multilingual embeddings.



Problem

• Alignment:

+ Relies on two disjoint sets of embeddings.

• Joint training:

+ Overshares among languages.

+ Not leverage bilingual dictionaries.



Proposed framework

• 3-step framework:



Proposed framework

• Vocabulary Reallocation: remove a word w from shared list if:

where



Results


