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Introduction
Instance-wise contrastive learning representation:

● Positive pair: pull closer
● Negative pair: push apart

Address the fundamental limitations of instance-wise contrastive learning

● Semantic structure of data is not encoded by learned representation
● Negative examples are pushed far away regardless their similarity

Solution: assign several prototypes of different granularity





Instance-wise Contrastive Learning

Where v’_i is positive embedding, v’_j is negative embedding

T is temperature hyper-parameters



Prototype contrastive learning

Cluster concentration estimation

Optimization

ProtoNCE





Result: Low-shot image classification


