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Introduction

Instance-wise contrastive learning representation:

e Positive pair: pull closer
e Negative pair: push apart

Address the fundamental limitations of instance-wise contrastive learning

e Semantic structure of data is not encoded by learned representation
e Negative examples are pushed far away regardless their similarity

Solution: assign several prototypes of different granularity



. Fine-grained prototypes (e.g. horse with man)
. Coarse-grained prototypes (e.g. horse)
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Figure 1: Illustration of Prototypical Contrastive Learning. Each instance is assigned to multiple prototypes|
with different granularity. PCL learns an embedding space which encodes the semantic structure of data.



Instance-wise Contrastive Learning
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Where V'_i is positive embedding, v'_j is negative embedding

T is temperature hyper-parameters



Prototype contrastive learning

Optimization f* = arg min Z — log
0 =1

Cluster concentration estimation

ProtoNCE

- exp(v; - vi/T)

exp(v; - ¢s/ds)

k i ’
2 j=1xp(Vi - ¢j/ ;)

VA
e, dlls

Zlog(Z +«a) ’

1 exp(v;
Lproto — —| log Cy M l "
proaice = Y~ (log = 2 M) Y log s

=1

"%



S S

E SN

~N &

10
11
12
13
14

Algorithm 1: Prototypical Contrastive Learning.

Input: encoder fy, training dataset X, number of clusters K = {kn,}M_,
g =8
while not MaxEpoch do

end

// initialize momentum encoder as the encoder

/* E-step */
V' = for (X) // get momentum features for all training data
for m = 1to M do
C™ = k—means(V', k) // cluster V' into k,, clusters, return prototypes
¢m = Concentration(C™, V") // estimate the distribution concentration around
each prototype with Equation (12
end
/* M-step */

for = in Dataloader(X) do

['ProtoNCE(va 'U,’ {Cm}ﬂzla {(bm}'r]\rjle)
6 = SGD(LprotoNCE, 0)

0" =0.999 x 0" +0.001 * 6

end

// load a minibatch =

v = folx),v' = fi(x) // forward pass through encoder and momentum encodeer

// calculate loss with Equation |11

// update encoder parameters
// update momentum encoder




Result: Low-shot image classification

) YOC07 Places205
Meltiod srchtiseire k=1 k=2 k=4 k=8 k=16| k=1 k=2 k=4 k=8 k=16
Random . 80 82 82 82 85| 07 07 07 07 07
Supervised = 556 65.0 739 794 817|155 210 267 319 359
Tigsaw [24136] 765 31.1 400 467 5i8| 46 64 94 129 174
MoCo [3] ResNet-50 312 405 506 589 656| 9.1 132 17.7 233 284
PCL (ours) 409 527 614 68.1 737|114 157 203 250 295
SIimCLR [8] 352 429 537 605 670 99 141 193 238 285
PCL (ours) ResNet-50-MLP | 42 1 547 641 709 765|121 172 21.6 270 31.0

Table 1: Low-shot image classification on both VOCO07 and Places205 datasets using linear SVMs trained on
fixed representations. All methods were pretrained on ImageNet-1M dataset (except for Jigsaw [24, 36] trained
on ImageNet-14M). We vary the number of labeled examples k£ and report the mAP (for VOC) and accuracy (for
Places) across 5 runs. Results for Jigsaw were taken from [36]. We use the released pretrained model for MoCo,
and re-implement SimCLR. MoCo, SimCLR, and PCL are trained for the same number of epochs (200 epochs).



