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Motivation
● Fine-tuning on a new task still requires large amounts of task-specific labelled 

data
● Generalize to new tasks with few examples as a meta-learning problem
● Enables optimization-based meta-learning across tasks with different 

number of classes



Notation
Task: Episodic task (consist of support set and query set)

Train: Support set

Validation: Query set



Model-Agnostic Meta Learning (MAML)
Inner loop

Outer loop



 Generating Softmax Parameters
Task-dependent softmax parameters

Prediction for a new instance x*



Learn to Adapt
● Task-agnostic: BERT lower layers
● Task-specific: BERT higher layers, softmax-params
● Inner loop: Update task-specific params

● Outer loop: update the task-agnostic params 
○ Use first-order approximation for efficient computation





Evaluation
● Training and Validation

○ GLUE benchmark

● Testing: 
○ Entity typing: CoNLL-2003 
○ Rating classification: Amazon Review
○ Text classification: 



Results
●



Results


