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Intuition
Propose an adaptive margin principle to 
improve the generalization ability of 
metric-based meta-learning

Arguments:

Semantic similarity between different 
classes should be larger than the one 
between dissimilar classes



Naive Additive Margin Loss (NAML)
Increase the distances between classes

Where: S, Q are support set and query set

F is an encoder function, r is class representation embedding



Class-Relevant Additive Margin Loss (CRAML)
Semantic similarity based on class name

Class-relevant additive margin loss



Task-Relevant Additive Margin Loss (TRAML)



Result on miniImageNet



Ablation Study on miniImagenet


