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Overview

• Real-life RE could involve hierarchical entity relations which are not well-
captured by current approaches.

• This paper introduces a new way to do entity-relation extraction as multi-
terun question answering.

• Error propagation between turns of answering the questions is relieved by
reinforcement learning.



Hierarchical entity relations



MRC-like model

• Question:

• Context:

• BERT:

• Softmax over BMEO tags.

• Training objective:



Approach: 2-turn QA



Approach: 4-turn QA



Multi-turn Question Answering



Reinforcement learning

• Action: text spans being selected.

• Policy:

• Reward: +1 if the selected answer is correct.

• Initialized with pretrained MRC-like models.

• Use REINFORCE to maximize the expected reward:



Results


