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Motivation
Observation: good prototypes yield better performance

Literature:

Average prototype (Prototypical Network)

Query-based weighted sum (Hybrid Attention Prototypical network)

Induction network (Dynamic Routing)

This paper try to advance the prototypes using dynamic memory with knowledge 
from supervised task



Overview



Three-stage matching network 
1. Dynamic Memory Instance Encoder

2. Dynamic Memory Query-based Prototype

3. Classifier



Dynamic Memory Routing

1. Linear transformation and squash

2. Pearson Correlation Coefficient

3. Routing iteration

4. Vector representation



Algorithm



Result



Ablation study


