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Outline

Plug and play generative models (PPGNs), activation maximization
(Nguyen+ NIPS 2016, CVPR 2017)

I Generating images by performing gradient descent in the latent space
of a generator network to maximize the activations of one or more
attributes in a separate classifier network

Plug and play language models (PPLMs) (Dathathri+ ICLR 2020)
I Controlled language generation towards a list of words or sentiment
I Plug and play, no fine-tuning on specific dataset
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Plug and Play Generative Models (PPGNs), Activation
Maximization

General framework
I Conditional model

p(h|y = c) ∝ p(h)p(y = c|h)

I Metropolis-adjusted Langevin sampler

ht+1 = ht + α1
∂ log p(ht)

∂ht
+ α2

∂ log p(y = c|ht)
∂ht

+N(0, ε23)
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Controlled Text Generation: Different Models

Out-of-the-box LMs are capable of generating fluent text, but is not
controlable
Fine-tuning LMs must be fine-tune the whole language models on a
specific dataset
Conditional LMs, in Keskar+ work, design 50 different control codes
and train the language model with these codes to generate desirable
text, kinda expensive
Plug and play LMs (PPLMs), combine plug in any language models
and conditional classifier of choice, only sampling no fine-tuning the
whole language models
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Plug and Play Language Models

Recurrent generating sequence

ot+1, Ht+1 = LM(xt, Ht)

xt+1 ∼ pt+1 = Softmax(Wot+1)

Update H̃t = Ht + ∆Ht to generate words according to desire
attributes α2

∂ log p(y=c|xt)
∂xt

∆Ht = ∆Ht + α2
∇ log p(a|Ht + ∆Ht)

‖∇ log p(a|Ht + ∆Ht)‖
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Plug and Play Language Models

Update H̃t = Ht + ∆Ht to generate words according to desire
attributes α2

∂ log p(y=c|xt)
∂xt

∆Ht = ∆Ht + α2
∇ log p(a|Ht + ∆Ht)

‖∇ log p(a|Ht + ∆Ht)‖
Also, update ∆Ht to minimize the KL divergence between output
distribution of the modified and unmodified language models
α1

∂ log p(xt)
∂xt

(not sure how it is done in this work)

Another trick, sampling xt+1 ∼ 1
β (p̃γt+1p

1−γ
t+1 )
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Attribute Models

BoW attribute models with a set of keywords {w1, ..., wk}

log p(a|x) = log(

k∑
i

pt+1[wi])

Sentiment classifier models

log p(a|x) = log f(o:t+1)
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Experimental Examples: BoW Attribute Models
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Experimental Examples: Sentiment Classification Models
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Experimental Results
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Thank you !
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