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Tasks

• This work jointly performs three tasks of Information Extraction 
at sentence-level:

+ Entity Extraction.

+ Relation Extraction.

+ Event Extraction.



Model

• Their model performs all the tasks in four stages:

+ Encoding tokens.

+ Identifying nodes (i.e., triggers or entity mentions).

+ Scoring nodes and edges (i.e., relations or argument roles).

+ Searching for best graph.



Model



Model: Encoding Tokens

• Input: a setence of L words.

• Uses BERT as the encoder.

• Word representations are the averaged vector of their
wordpiece representations.



Model: Identifying Nodes

• BERT outputs are fed into a Feed-Forward Net to obtain score
vectors.

• Node identification is formalized as a sequence labeling task (e.g., B-
Life:Marry, B-GPE) with a CRF layer.



Model: Scoring Nodes and edges

• At this layer, the model computes node and edge representations.

+ Node: average sum over its component words.

+ Edge: concatenation of node representations.

• Then, score vectors for nodes ( ) & edges ( ) 
are computed via softmax layers.

• Node that, the model does not make predictions here.



Model: Searching for Best Graph

• With the score vectors obtained from the previous step. They use
Beam search to efficiently find the configuration with the highest
score.

• Score of a graph is computed by:

Where:

+ is local score:

+ is global score where global feature vector



Model: Global Features

• Global features are introduced to capture cross-subtask and
cross-instance dependencies.



Training

• Identification loss: negative log-likelihood

• Classification loss: cross-entropy

• Global feature constraint: the ground-truth graph G should be 
the one with the highest score. Mimize this:

• Overall loss:



Experiments

• Datasets: ACE, ERE



Experiments

• Monolingual performance on English language:



Experiments

• Multilingual performance (with additional English data)

on Chinese and Spanish.


