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Overview

« What is an Adapter?
« MAD-X: Multiple ADapters for Cross-lingual transfer .



What Is an Adapter?

* The usual practice for transfer learning is to fine-tune all weights of the
pretrained model on the target task.

« Adapters (Houlsby et al., 2019) have been introduced as an alternative

lightweight fine-tuning strategy that achieves on-par performance to full
fine-tuning.

« Adapters consist of a small set of additional newly initialized weights at
every layer of the transformer. Note that, different adapters are usually
used for different layers.

* These weights are then trained during fine-tuning, while the pre-trained
parameters of the large model are kept frozen/fixed.




What Is an Adapter?

 Transformer encoder architecture:
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4 att = MultiHeadAttention(qg, k, v)
Muiti-Head 5 att = LayerNorm(x_encoder + Dropout(att))
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€ ffw = Feedfw(att)
|\ e p x_encoder = LayerNorm(att + dropout(ffw))
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What Is an Adapter? 4
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* The placement and architecture of adapter
parameters within a pre-trained model is
non-trivial and may impact their efficacy.

 Different works on adapters agree on an
architecture of a two-layer feed-forward
(l.e., down and up projection) neural
network with a bottleneck.
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MAD-X: Multiple ADapters for Cross-lingual transfer

* Problem with current multilingual pretrained models (MPMs):

+ Cannot represent a shared vocabulary for ALL languages (~ 7,000
languages).

+ Low-resource languages are less focused by the model (model capacity
IS finite).



MAD-X: Multiple ADapters for Cross-lingual transfer

« Goal of MAD-X:
+ High portability to LOW-RESOURCE or UNSEEN languages.

=> Language Adapters and Invertible Adapters: is an alternate for
finetuning a MPM toward a specific target language.
+ Efficient fine-tuning on downstream tasks.

=> Task Adapters: is an alternate for finetuning a MPM toward
a specific task.



MAD-X: Multiple ADapters for Cross-lingual transfer

 Qverall of MAD-X's architecture:

Embeddings lil Add & Norm }

&» ) |
~>| Add & Norm )
i

Multi-Head

Attention
Embeddings AL




Language Adapters (LAS)

« Language Adapter at layer |I:
LA; (hl, I'l) = Ul(ReLU(Dl(hZ))) + I
Where:
+ h; Is the Transformer hidden state
at layer |.
+ 1; IS the residual at layer I.
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Invertible Adapters (1As)

* Invertible Adapters' motivation:
+ Using language adapters only cannot
affect the first embedding layer.
+ For unseen languages, embeddings
taken from the first embedding layer
are from other languages.

* Invertible Adapters are injected at the
beginning and the end of the MPM.
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Invertible Adapters (1As)

* Invertible Adapter is a non-linear transformation whose inverse can be trivially
obtained via its special design. Its design is inherited from NICE (Dinh et al.,

2015).
» Given an embedding vector @, we first split it into two equal vectors: e = [e, €]

 Forward Pass: 0, = F'(ez) +e;
09 = G(Ol) + €2

0 = |01, 02]
* Inverted Pass: es = 03 — G(01)

€1 = 01 —F(Eg)

[ [e]_ ) e2] ) (a) The invertible adapter (b) The inversed adapter

« They assume that |01, 02] don't change much as they are tied via the
multilingual pretrained model.



Training of LAs and |As

« Language Adapters and Invertible Adapters are updated during the training
with the masked language modeling (MLM) task on unlabeled monolingual
data of the language of interest.

» Two sets of LAs and IAs are trained separately for each language (source
and target language).



Task Adapters

« Task adapters have the same architecture as language
adapters.
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» Task adapters are stacked on top of language adapters.

 Different task adapters are used for different layers.
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« During the training on a target task, only task adapters
are updated while all other components (MPM, LAs,

|As) are fixed. 4
« During the training on the target task, task adapters are Forward
stacked on top of trained LAs of the source language. > ‘)
. : . r—b[ Add & Norm }
 During the testing on target task, trained LAs and |As of e
the source language are replaced with trained LAs and Attention
|As of the target language. \ AL




Results

« Experiments are conducted with 16 languages which are selected based on:
+ variance in data availability.
+ whether data in the particular language was included in the pretraining data.

+ typological diversity to ensure that different language types and families
are  covered.



Results

« MAD-X gains improvement on most of the languages for NER.

Model en  ja zh ar Jv sw 18 my qu cdo ilo xmf mi  mhr tk gn avg

XLM-R 442 382 404 364 374 428 47.1 263 274 181 288 35.0 16.7 31.7 20.6 31.2 | 32.6
XLM-R MLM-SRC 39.5 452 347 177 345 353 431 2081266 214 287 224 18.1 250 27.6 240|290
XLM-R MLM-TRG 548 474 547 51.1 387 481 530 200 ,6 293 16.6 274 247 159 264 265 285|352

MAD-X —-LAD-INV 445 386 406 428 324 431 486 239,220 106 239 279 132 246 188 219|298
MAD-X —1INV 523 460 46.2 563 41.6 48.6 524 232 '324 272 308 33.0 235 293 304 284 | 37.6
MAD-X 55.0 46.7 473 58.2 392 504 545 249,326 242 33.8 343 168 31.7 319 304 | 38.2

Table 2: NER F1 scores averaged over all 16 source languages when transferring to each target language (i.e., the
columns refer to target languages). The vertical dashed line distinguishes between languages seen in multilingual
pretraining and the unseen ones (see also Table 1).




Results

« Unfortunately, the results on the most important setting are not that promising.

en ja zh ar Jv sw 1S my qu cdo ilo xmf mi mhr tk gn avg

mBERT 84.8 | 26.7 38.5 38.7 578 66.0 657 429 549 1420 635 31.1 21.8 46.0 472 454|440
XLM-R 83.0 | 152 19.6 413 56.1 635 672 469 1583 2047 613 322 159 418 434 41.0 | 41.6
XLM-R MLM-SRC 84.2 | 845 11.0 273 448 579 59.0 356,525 214 603 227 227 38.1 440 41.7 | 365
XLM-R MLM-TRG 84.2 1 9.30 155 445 502 7777 71.7 555'68.7 476 8477 603 43.6 563 564 50.6 | 528

MAD-X —-LAD-inv 820 | 15.6 203 41.0 544 664 678 488 578 169 599 369 143 443 419 429 419
MAD-X —INV 8221 16.8 20.7 369 54.1 68.7 715 50.0'59.6 392 699 549 483 581 53.1 528|503
MAD-X 823 | 19.0 20.5 41.8 557 738 745 519 ,66.1 365 731 576 51.0 62.1 59.7 55.1 |53.2

Table 5: NER F1 scores for zero-shot transfer from English.
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