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Introduction

▪ 33% of images in 100 randomly selected VOA articles contain visual objects that serve as event 

arguments and are not mentioned in the text.
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Introduction

▪ Event extraction is independently studied in Computer Vision (CV) and Natural Language 

Processing (NLP), significantly different in terms of task definition, data domain, methodology, and 

terminology.

▪ ACE dataset:
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Introduction

▪ Event extraction is independently studied in Computer Vision (CV) and Natural Language 

Processing (NLP), significantly different in terms of task definition, data domain, 

methodology, and terminology.

=> They propose a new task: MultiMedia Event Extraction (M2E2):

+ An evaluation dataset: 245 fully annotated news articles.

+ A new method for the task that learns a structured multimedia embedding space:

Weakly Aligned Structured Embedding (WASE).
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M2E2 dataset

▪ 245 documents selected from 108,693 multimedia VOA articles.

▪ Contains 8 ACE types (i.e., 24% of all ACE types), mapped to 98 imSitu types (i.e., 20% of all 

imSitu types), encompassing 52% ACE events.

▪ Annotators: 8 with an Inter-Annotator Agreement score of 81.2%.

▪ This dataset is for Evaluation Only.
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Overall architecture
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Text Event Extraction
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▪ Use the CAMR parser (Wang et al., 2015b,a, 2016) to obtain an AMR graph for each sentence.

▪ Word representation = Glove + POS + NER + Position

▪ GCN: 

▪ Prediction:
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Image Event Extraction
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▪ Produce a situation graph (similar to ARM) for each image:

> central node is labeled as a verb.

> neighbor nodes are arguments labeled as (noun, role).

▪ Propose two ways to construct a situation graphs:

> Object-based (predefined-type object detection).

> Attention-based (role-driven object detection).
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Image Event Extraction: Object-based
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▪ Object detection: use a Faster R-CNN (Ren et al., 2015) trained on Open Images with 600 object types.

▪ Use VGG-16 CNN (Simonyan and Zisserman, 2014) to obtain image/object representation. 

▪ Image representation:        ;   object representations: 

▪ Embedding layer:

▪ Verb and noun prediction:

▪ Argument role labeling:
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Image Event Extraction: Attention-based
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▪ Many object types are not covered by the pretrained R-CNN model.

▪ Use VGG-16 CNN to obtain key vectors      for 7x7 local regions of the input image.

▪ For each possible role of the event type (i.e., verb), form the query vector:

▪ Attention is then done over the 7x7 regions to obtain object representations:

▪ Verb and noun predictions are done similar as in object-based method.
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Cross-media joint training
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▪ Form the structured common space by learning to map captions <-> images via VOA image-caption 

pair data.

▪ Soft alignment from each words to image objects and vice versa:

▪ Representations aligned to the common space:

▪ Alignment cost:

▪ Training objective:



Training
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▪ Training objective for verb and noun prediction:

▪ Training objectives for shared classifiers:

▪ Training objective for shared common space:

▪ Overall training objective:



Inference
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▪ Given a multimedia document with:

> a set of sentences:

> a set of images: 

▪ First, compute pair-wise similarities             

> select the closest image for each sentence.

> select the closest sentence for each image.

▪ Compute the aligned representations for words (and objects similarly):

▪ Predictions are then done with the aligned representations.



Results
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