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Task and Method

● Knowledge-aware Dialogue Generation:
○ Input: 

■ Conversation Context: The previous sentences in a conversation
■ A Document: Background knowledge that the next sentence in the conversation should 

be generated with respect to it
○ Output:

■ A text to complete the conversation
● Method:

○ The conversation and the document are fed into GPT-2 to generate the response
● Challenge:

○ The document is long and it will exceeds the GPT-2 limit as the input document
○ Part of the document should be used to represent the knowledge
○ No label is available for knowledge selection from the document



Model



Task

● Dataset:
● Goal:
● With GPT the goal is defined in autoregressive manner:

● Optimize g(U,D) and GPT-2 parameters
● No label for g(U,D)



Knowledge Encoder

● Given                         and                            construct the sequence                           
where (all words of U concatenated with each sentence in D):

● Using BERT we obtain the representation of CLS for each sentence in the 
document to have the following sequence of vectors:



Sequential Knowledge Selector

● A sequential process in which a randomly initialized vector is the initial state, 
using it and the knowledge encoded in E, a sentence is selected and the state 
is updated until the termination criterion is matched (Max length or Special 
Token)

● At each step the jt sentence is selected:
● Update state: 



Pre-train g(U,D) on Pseudo-Label

● Sort the sentences in D with respect to their similarity to the gold response:

● Truncate the sorted document in a way that maximizes the similarity between 
the truncated document and the response:

● Use the new constructed pseudo-labels to train g(U,D) and GPT-2 using MLE



Training g(U,D)

● Use the similarity between response generated by GPT-2 using the document 
constructed by g(U,D) as the supervision signal

● Increase probability of constructed documents that result in better responses



Training GPT-2

● Mix the Pseudo-label and the constructed documents as the input to the 
GPT-2 and fine-tuned it in an autoregressive manner

● Lower the coefficient of loss for the pseudo-label document at each training 
step
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