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Overview

• This work presented a counter-experiment against the hypothesis on the role of shared 
vocabulary and multilingual pretraining in the crosslingual ability of pretrained 
transformers.

• In particular, the paper proposed a new method to transfer a monolingual pretrained 
transformer in the source language to the target language by only learning a new 
embedding matrix while keeping the pretrained transformer’s body unchanged.

• The new method for cross-lingual transfer completely does not rely on shared vocabulary 
or multilingual pretraining.

• Experimental results show that the obtained transformer can produce competitive cross-
lingual performance with mBERT on different tasks.



Crosslingual ability and shared vocabulary

• Many works have shown that finetuning a multilingual pretrained transformer like mBERT 
on the training data in the source language and directly apply the finetuned model on 
target language gives surprising cross-lingual transfer performance.

• Some papers have attributed mBERT’s crosslingual ability to the shared vocabulary 
across different languages and the multilingual pretraining of mBERT (Pires et al. 2019; 
Cao et al. 2020). Wu and Dredze (2019) further observed that mBERT performs better in 
languages that share many wordpieces.

• Recent paper of InfoXLM (Chi et al. 2020) showed that the multilngual pretraining with 
shared vocabulary is equivalent to maximizing the mutual information between the 
masked token and its context, thus indirectly maximizing the mutual information between 
contexts in different languages that contain the shared masked token. Note that, the 
InfoXLM’s paper was done after the paper that I’m presenting today.



Proposed method (CLWE)

• This work designs an experiment setting that violates all the assumptions on shared 
vocabulary and multilingual pretraining.

• Step 1 + Step 2:



Proposed method (CLWE)

• This work designs an experiment setting that violates all the assumptions on shared 
vocabulary and multilingual pretraining.

• Step 3 + Step 4:



Baseline: MonoTrans

• This baseline provides some extensions to the proposed method:

- pos: learning a separate position embeddings for target language at step 2 of CLWE.

- noising: Gaussian noises are added to the wordpiece, position, and segment embeddings 
during the finetuning step (step 3).

- adapters: adapter weights are injected between layers of the pretrained transformer 
during step 2.



Other Baselines: JointMulti

• This baseline is basically mBERT, but the pretraining is only done with 15 languages 
while mBERT is pretrained with over 100 languages.

• The pretrained 15 languages are selected from the languages involved in the 
experiments.



Other Baselines: JointPair

• This baseline is basically mBERT, but the pretraining is only done with 2 languages, one 
is English as the source language and another language as the target language. 

• This baseline is directly comparable with this work’s proposed method as the data for 
pretraining the model is the same.



Results: XLNI


