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Motivation 

• Relation Classification: 
– Finding the semantic relation between entity 

mentions in text 

• Supervised Learning: 
– Manual labeling is time-consuming 

• Distant Supervision: 
– Use the relation of two entities in a Knowledge Base 

as the semantic relation of two entity mentions in text 

– Introduce noise to labeling 

– Few instances for rare relations 



Motivation 

• Model RC as Few-shot Learning (FSL) 

– Few examples per relation 

• Approaches for FSL: 

– Transfer learning: Use information of abundant 
labels for rare labels 

– Metric Learning: Learn distance distributions 
among labels 

– Meta Learning: Learn to learn 

• Prototypical networks 

 



Motivation 

• Prototypical networks are mainly used for CV 

• Challenges for NLP: 
– More diversity 

– More noise 

• This paper address: 
– RC with rare instances per class and noisy labels 

– Use prototypical network as a technique to model 
RC as FSL addressing diversity and noise in 
prototypical networks 



Contributions 

• Introducing Two levels of attention: 

– Feature level: Select most useful features for 
computing prototypes 

– Instance level: Selects most useful instances in 
support set based on the given query 

• Analyzing robustness to noise: 

– Compared to vanilla prototypical network their 
approach is more robust to noise in labels 



Model 



Model 

• Inputs to model: 

 

 

 

 

• Use CNN to encode the sentences: 

• Inputs to CNN: 
– GloVe embedding 

– Position Embedding 



Prototypical Network 

• Find prototypes: 

 

 

• Classify query: 



Instance Level Attention 

• Compute attention weight for each instance in 
support set based on the query instance: 

 

 

 

• Find Prototypes: 

 



Feature Level Attention 

• Find attention weight per feature 
of prototypes: 

– 2D CNN 

 

• Find distance of query to 
prototypes: 

 



Experiments 

• FewRel: 

– Training: 64 relations 

– Dev: 16 relations 

– Test: 20 relations 

– 700 instances per relation 

 

• Noise Level: 

– Randomly change relation labels to wrong labels 



Parameters 



Robustness to noise 



Comparing to Baselines 



Convergence Speed 



Representation Visualization 

• Feature Attention: 

 

 

 

• Sentence encoding with attention: 

 



Question? 


