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Review: Neighborhood component analysis
Probability of a data point toward a neighbor

Classification as a marginal probability

OVERFITTING



Review: Prototypical network

UNDERFITTING



Two extremes

• Prototype/class: 1

• Number of instance = Number of class
• Prototype/class: k

• Number of instances = Number of training samples

Increase the number of prototypes/class

Reduce the number of instances



Review: Infinite Mixture Model

Adaptive clustering algorithm based on distance threshold

1. Init clusters based on training data

2. Calculate smallest distance from all points to all
centroids

3. Make a new cluster if the distance is greater than 
threshold

Where:
𝛼: is the concentration param of Chinese Restaurant Process
ρ: measure of the standard deviation of the base distribution from which clusters are assumed to be 
drawn in the CRP
𝜎: cluster variance



Algorithm



Algorithm 1: Learning cluster variance

• If distance is small, closest instance dominates

• If distance is large, farther instances get involved

Learning cluster variance to better estimate the distance threshold (in the equation 5)

Actually, σ is differentiable so learn it from embedding

not an end-to-end model



Algorithm 2: Multi-modal clustering

• End-to-end optimization with non-differentiable 𝜆
• Soften the clustering
• 𝛼 as hyperparameter

• Find the best cluster for class “n”

• Loss function
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